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abstract
While self-administered web questionnaires are increasingly used in psycho-
logical and market research, the quality of collected data has to be continu-
ously inspected. Two key questions were investigated in this paper: Does
the overall completion speed in an online self-report questionnaire influence
the reliability of personality scales? We assessed the Five-Factor Model of
Personality (using NEO-FFI) and Impulsiveness (using BIS-11). Second, we
asked if Impulsiveness predicts the overall completion speed.

In total, 532 participants (436 females, 96 males; mean age = 25.57 years)
engaged in an online study to answer these questions. Replicating previ-
ous findings, no difference in the reliabilities was found for fast or slow
respondents. While underlining the effect of Age on the completion speed,
our data indicated evidence against our hypothesis of an influence of Im-
pulsiveness on completion time using a Bayesian approach. Similar results
could be observed using classical inferential methods. Of note, no effect
could be observed for the Five-Factor Model of Personality and completion
time either. Therefore, personality traits are not associated with individual
differences in completion time in our investigated sample. We discuss our
findings in a broader context of survey research and give a perspective for
future research opportunities.
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1 introduction

Online questionnaires are becoming a de facto standard in psychological or
sociological research, market research and many other scientific and non-
scientific domains. This standard offers several advantages in data collection
and analysis such as being able to avoid missing data or errors in transfer-
ring information from a paper-pencil document to an electronic data file.
Also, larger and more representative samples can be obtained through sam-
pling online sources and panels. Online participant pools such as Ama-
zon Mechanical Turk (MTurk) have helped to collect samples for several
studies and some authors have argued that those samples are more repre-
sentative when compared to traditional samples in psychological research
(Buhrmester et al., 2011; Rouse, 2015; Rand, 2012). Online survey platforms
also allow designing questionnaires with more complex logic (e.g. filters to
direct participants to different questions based on their previous responses)
or other adaptive strategies for testing.

While exploiting the benefits, less consideration goes into the question
of data quality in practice. Past research has shown the equivalence of pen-
and-paper and online application of personality questionnaire extensively
in many different areas (Campos et al., 2011; Carlbring et al., 2007; Chuah
et al., 2006). In contrast to traditional data collection, additional data on the
participant and its response behavior is available. So-called ”meta-data” on
the user (e.g. used web-browser, operating system) and ”para-data” (data
on the process of filling in the questionnaire, e.g. reaction time, scrolling
distance on the page, typing speed, etc.) can be very easily and objectively
collected (Stieger and Reips, 2010) without interfering with the actual ques-
tionnaire. This allows researchers to include further behavioral and techni-
cal variables in their analysis, such as precisely measured response latencies
(which would belong to the category of ”para-data”). These meta- and para-
data can be used as a first indicator of survey data quality (Furnham et al.,
2013; Gummer and Rossmann, 2015; Heerwegh, 2003). In particular, when
using any para-data to filter respondents in a sample, it is crucial for survey
operators or researchers to understand the implications on both the qual-
ity of their data and on the validity of conclusions. Filtering respondents
might otherwise lead to a bias in the sample and can reduce generalizabil-
ity of the results. Thus, it seems a reasonable question to ask if para-data
used to filter respondents such as response latencies are correlated with any
of the constructs, which again are connected to the theory investigated. If,
for example, response times in an online marketing survey were negatively
correlated with household income, filtering respondents based on their in-
dividual response time and removing very fast participants would result
in a sample with under-representation of households with low income. If
household income was related to the research question in any direct or in-
direct way, conclusions based on the filtered data have to account for this



introduction 3

bias. If not household income but personality dimensions were correlated
with response time, the effect on the research question might be less direct
but still relevant.

From a psychometric point of view, the question of data quality is often
investigated in terms of reliability. For scores in psychometric question-
naires, internal consistency is commonly used as a measure for reliability
through indexes such as Cronbach’s α (Cronbach, 1951) or McDonald’s ω
(McDonald, 1999). Montag and Reuter (2008) have shown that reliability (in
terms of internal consistency) is not affected by the time participants needed
to complete a questionnaire. Their question is a different perspective of
the questions raised above: Participants in online questionnaires might just
”click through” a questionnaire without taking much effort to answer the
questions or they might interrupt the questionnaire and do something un-
related before returning to the questionnaire. Researchers might, thus, be
inclined to remove participants from their sample as they expect low data-
quality from those participants. Prior results, however, show that a psycho-
metric perspective on data quality seems not to be affected by the respon-
dents’ completion speed. As the design by Montag and Reuter (2008) re-
quired the researchers to assess completion time manually based on emails
sent by the server, the measurement might have been imprecise. The present
study uses automatically generated time-stamps stored on the server to mea-
sure overall completion time of the questionnaire. This reduces possibilities
for inaccuracies and biases in the analysis. Moreover, as the previous study
investigated possible effects of completion time on internal consistencies of
the Affective Neuroscience Personality Scales (Davis et al., 2003), the present
study aims at the extension of findings to other prominent self-report ques-
tionnaires often used in personality psychology – namely the NEO-FFI and
the Barratt Impulsiveness Scale (BIS-11).

Regarding the use of para-data in an online study, it is noteworthy that
no consensus has been reached on the question how long it typically takes to
complete a certain number of items and what factors play an important role
to predict completion time. An answer to these questions is of tremendous
importance, because it would help to understand if any bias is introduced
through using a cut-off time to remove participants or, on the other hand, if
such a cut-off time can reasonably be used to discard data as invalid. While
the socio-demographic variables Age and Educational level have been previ-
ously shown as influences on overall completion time (Yan and Tourangeau,
2008), other influences might also be reasonable to assume: As reading and
comprehension of questions and answers is required, cognitive ability is
likely to affect completion time in any questionnaire (Maschke, 1989; Voas,
1957). In a different study, when asked about their attitudes, the stability of
these attitudes were related to the participants’ response time (Bassili, 1993;
Bassili and Fletcher, 1991; Heerwegh, 2003). Additional cognitive processes
that are required to answer questions might also increase the time needed to
complete a questionnaire. For instance, faking (i.e. giving answers to repre-
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sent a certain profile that does not match the true attitude of the respondent)
has been shown to affect the time participants need to complete question-
naires (Holden, 1998, 1995; Holden and Hibbs, 1995; Komar et al., 2010). In
general, different cognitive processes take place when someone is answer-
ing a self-report questionnaire. Thus, it is reasonable to expect a number of
different predictors for completion time. Besides demographics, ability or
faking, personality might also play a role to understand how participants
answer a questionnaire and thus how long they need.

Beyond the replication of the earlier results by Montag and Reuter (2008),
a further research question in the present study covers this potential influ-
ence of personality on the overall completion time of self-report question-
naires. In particular, we are interested how the self-chosen time rhythm in
filling in questionnaires is related to personality: In our research scenario,
participants are not hurried or pressured to fill in the inventories in a given
time window. Since the completion of a questionnaire requires reading and
understanding instructions and items, one might expect cognitive ability
to influence completion time. Educational level is, therefore, included in
our study as a rough proxy for cognitive ability as in earlier (and some-
what similar) research on Impulsiveness and completion time (Gummer and
Rossmann, 2015; Malloy-Diniz et al., 2007; Reeve, 2007; Yan and Tourangeau,
2008).

For personality, the NEO-FFI is one of the most commonly used ques-
tionnaires when research focuses on the Five-Factor Model of Personality. It
consists of 60 self-report items, each related to one of the five factors, namely
Neuroticism, Extraversion, Openness, Agreeableness and Conscientiousness
(Costa and McCrae, 1992), that have been described and investigated exten-
sively in personality research (Borkenau and Ostendorf, 1993; Costa and
McCrae, 1992; Egan et al., 2000; Körner et al., 2008; Whiteside and Lynam,
2001). While the NEO-FFI focuses on higher order personality dimensions,
the BIS-11 (Patton et al., 1995) assesses a more specific part of human behav-
ior, namely Impulsiveness, which is assessed using 30 items.

Impulsiveness is a lower-order personality dimension and has different
conceptualizations and relationships to the Five-Factor Model (for a thor-
ough overview see e.g. Whiteside and Lynam, 2001). Miller et al. (2004)
have reviewed different theoretical constructs and operationalizations and
identified three components of Impulsiveness which they labeled (1) ”non-
planning and dysfunctional impulsive” behavior, (2) ”functional venture-
someness” and (3) ”reward responsiveness and drive”. Dickman (1990) and
Reeve (2007) have highlighted the influence of functional Impulsiveness in
tests of cognitive processes and mental ability. Relating to the first of these
components, Patton et al. (1995) have constructed Impulsiveness as orthog-
onally to anxiety and revised the Barratt Impulsiveness Scale. Given the
many different measures for different concepts of Impulsivity, we selected
the Barratt Impulsiveness Scale in its current version (BIS-11; Patton et al.,
1995) for the present study as one of the most commonly used measures in
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the field. It proposes three subtraits of Impulsiveness, namely Attentional
Impulsiveness, Motor Impulsiveness and Non-Planning Impulsiveness. Mo-
tor Impulsiveness assesses the tendency for ”acting without thinking” (Stan-
ford et al., 2009, p. 386). Non-Planning Impulsiveness focuses on the ”lack
of [...] forethought” in decision making (Stanford et al., 2009, p. 386). Fi-
nally, the third subfacet, Attentional Impulsiveness, covers both attentional
and cognitive instability, that is the ”inability to focus attention or concen-
trate” (Stanford et al., 2009, p. 386). While the subfacets cover different as-
pects of the dysfunctional Impulsiveness construct, they are inter-correlated
with correlations between 0.39 and 0.50 (Stanford et al., 2009, p. 388, Table
3). The global score, thus, represents an indicator for a global, underlying
tendency towards ”non-planning and dysfunctional impulsiveness”.

In general, it seems reasonable to assume an effect of Impulsiveness on
the response behavior in questionnaires following the presented rationale:
dysfunctional Impulsiveness ”as a predisposition toward rapid, unplanned
reactions to [...] external stimuli without regard to the negative conse-
quences of these reactions [...]” (Moeller et al., 2001, as cited in Stanford
et al., 2009, p. 385) should also play a role in self-report situations where
questions are presented as external stimuli. As prior research has shown,
impulsive subjects are, for example, faster in reaction-time experiments (Ed-
man et al., 1983) and slower in reactions to a Stroop paradigm (Enticott et al.,
2006). For speeded tests of cognitive ability Reeve (2007) highlighted the
importance of functional Impulsiveness. With respect to response times for
self-report questionnaires, in which participants do not have a time limit and
cognitive ability is of minor relevance (at least compared to cognitive tests),
mixed results have been found for a link between response latencies and
Impulsiveness for paper-pencil questionnaires: Malle and Neubauer (1991)
found no link between self-reported Impulsiveness and the response laten-
cies in the Matching Familiar Figures Test (MFFT; Kagan et al., 1964), a test
to assess cognitive tempo, in 65 undergraduate subjects. On the other hand,
Moltó et al. (1993) used a 261-item self-report questionnaire comprising the
I5 Impulsiveness Scale (Eysenck and Eysenck, 1978) and ”other personal-
ity scales” (Moltó et al., 1993, p. 97) and tested the relationship between
total response time and Impulsiveness. In a sample of 795 undergraduate
students, faster participants had higher Impulsiveness scores in both male
and female participants. Their decision to Median-split the sample based on
response time, however, reduces their statistical power significantly (Cohen,
1983) and the dependent measure, total response time, was measured manu-
ally by noting the time questionnaires were handed in by the participants to
the experimenter. Thus, the measurement was not precise and prone to dif-
ferent influences not related to the questionnaire completion. More recent
research of online surveys did not directly address Impulsiveness or other
common psychological personality constructs and their effect on response la-
tencies or overall completion time of (online-)questionnaires (Furnham et al.,
1998, 2013; Gummer and Rossmann, 2015; Yan and Tourangeau, 2008).
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We seek to fill this gap in the literature with the present study and in-
vestigate how completion time in an online-questionnaire and personality
dimensions are linked to each other. If survey operators or researchers are
using cut-off values in completion time to filter the sample aiming for higher
data quality, a correlation between completion time and personality would
introduce a bias in the sample, that often goes unaccounted for in the data
analysis. With the availability of server-side reaction times in our design,
we aimed to investigate how Impulsiveness effects the completion time of
a self-report personality questionnaire. In particular, we hypothesized that
Impulsiveness would predict faster completion of the questionnaires, fol-
lowing the findings by Moltó et al. (1993).1 As reaction times are possibly
correlated with Age and Education as a proxy for cognitive ability (Yan
and Tourangeau, 2008), we present data in- and excluding these variables as
controls.

2 method

2.1 Participants

A convenience sample of participants was recruited, mainly under-graduates
at the University of Bonn and Ulm University. Participants studying psy-
chology could receive course credit for their participation. 572 subjects
started the questionnaire. As incomplete data sets were not included, N =

532 cases are used for subsequent analysis as they have finished the study
and provided complete data sets. Sample descriptives are shown in Table 1.

Table 1: Sample descriptives

N 532

Age M = 25.57 (SD = 6.30)
Female 436 (81.95%)
Completion time (seconds) M = 751.43 (SD = 1318.17)

Median = 554

2.2 Experimental Procedure

After reading and agreeing to the terms of the study, participants answered
demographic questions, including Age, Gender and Educational level. Par-
ticipants were informed that para-data were collected, but the nature of the
data was not explicitly stated in order to not influence them in their natural
behavior of completing the questionnaire. At no point of the study, partic-

1 As a reviewer noted, the opposite direction of the effect is also plausible: impulsive partici-
pants might more easily be distracted by cues outside the questionnaire and thus interrupt the
completion more frequently. The used statistical approach does not imply any direction of the
effect, i.e. both outcomes should be visible in the results.
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ipants could provide their names. Therefore, participation was completely
anonymous. The educational level was indicated by a choice with seven
options representing school degrees (or no degree) in Germany.

The subsequent main self-report questionnaire consisted of 90 personal-
ity items (60 questions from NEO-FFI, 30 questions from Barratt’s Impul-
siveness Scale) in German language (Borkenau and Ostendorf, 1993; Preuss
et al., 2008). Items were presented at random order across both question-
naires for each participant in a single-item-per-page design, where partici-
pants had to respond to the items on a 5-point Likert scale.2 All data and
para-data were automatically stored on the server, including time-stamps
of starting and finishing the questionnaire. In the context of the present
research, para-data comprises the overall completion time of the question-
naire, which is simply calculated by the difference between starting and
finishing the questionnaire.

Students, who received course credits for their participation, entered a
personal code at the end of the questionnaire that was stored independently
from the questionnaire responses to maintain anonymity.

For the reliability analysis the sample was divided into five equally large
groups based on participants’ overall completion time. Although, we cannot
be sure that participants worked diligently through questionnaires without
taking breaks, we refrained from excluding any participants from the analy-
sis, although some participants obviously took breaks (e.g. completion time
of more than 25,000 s, i.e. more than 6.5 h). In the earlier study by Montag
and Reuter (2008), a pre-experiment was carried out where it was reported
that participants needed about 13 min to fill in 110 items (with a standard
deviation of 2.76; p. 720). Such a pre-experiment was not conducted here
and we did not pre-register any exclusion rule. But as detailed in the result
section, the very slow or fast groups did not differ in terms of the inter-
nal consistencies. For the analysis of a relationship between Impulsiveness
and completion time, we report results for a trimmed sample excluding the
fastest and slowest 5%.3

2.3 Statistical Analyses

Internal consistency was measured using Cronbach’s α (Cronbach, 1951)
as a lower bound for the reliability and McDonald’s ω (McDonald, 1999;
Dunn et al., 2014) as an improved index of internal consistency. Further,
measurement invariance was assessed through multi-group confirmatory

2 The BIS-11 items originally use 4-point Likert scales. As we were not looking for comparisons
to existing norms, we chose to transform the response scale to a 5-point scale to use the same
scales across both questionnaires. In our view this does not alter the general interpretation of
the scores.

3 The decision is mainly arbitrary. Since we did not pre-register the study and using the collected
data to find reasonable bounds confounds the results, readers should read these analyses with
care.
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factor analysis (Cheung and Rensvold, 2002; Hirschfeld and Von Brachel,
2014).

To analyze the effect of personality on completion time, we use a Bayesian
approach instead of traditional Null-Hypothesis Significance Testing (NHST):
We calculate a weighted likelihood ratio between our hypothesized model
and a model containing only the covariates Age and Educational level, known
as ”Bayes factor” (BF). The calculation of the Bayes factor BF10 for linear
regression models requires a prior distribution to be placed on the stan-
dardized coefficients β (Rouder and Morey, 2012). Different approaches for
selecting a prior distribution on parameters exist. For the present study we
chose a weakly informative prior known as Jeffreys-Zellner-Siow (JZS) prior
(Liang et al., 2008; Rouder and Morey, 2012; Rouder et al., 2009). Rouder
and Morey (2012) recommended the JZS prior as a ”default prior” since
it implements desirable theoretical properties in the Bayes factor (location
and scale invariance, consistency and consistent in information, see p. 883).
However, the JZS prior is subjectively in the sense that a scale parameter, s,
can be chosen. To show the robustness of our analysis, a prior sensitivity
analysis is detailed in Appendix B.

The Bayes factor, based on the JZS prior, can easily be computed using
the BayesFactor package for R (Rouder et al., 2015). The Bayes factors are
computed by the package using simulations, so an error estimate for the BF
is given when reporting the results.

In the Bayesian framework, the Bayes factor is the degree to which a
researcher should update his belief in either model after seeing the data
(Dienes, 2016). It is a continuous quantification of the evidential value in
the given data. While no arbitrary cut-offs are needed for the interpretation,
readers might find the proposed bounds by Jeffreys (1961) useful: A BF10 >

3 is seen as ”substantial evidence” in favor of the numerator model (Rouder
et al., 2009; Wetzels and Wagenmakers, 2012), i.e. the data are at least three
times more likely under the nominator model than under the denominator
model.

It is a favorable property of the Bayes factor that it is also able to quantify
the evidence against a hypothesized model, i.e. in favor of the denominator
model. Thus, a BF10 < 1/3 can be interpreted as ”substantial evidence”
against the model in the numerator. Bayes factors between 1/3 and 3 hint at
inconclusive evidence and researchers might want to increase sample size
or re-evaluate their models.

Readers unfamiliar with the Bayesian approach can find a traditional hi-
erarchical regression investigating the effects of personality on completion
time in Appendix A. The following Results section reports only Bayes fac-
tors.
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Figure 1: Histogram of completion time.

Note: Histogram for overall completion time of participants (log-scaled X-axis). Dis-
tribution is positively skewed (γ1 = 14.011) as expected for reaction time data.

3 results

3.1 Age, Gender, Education and completion time

As expected, older participants needed longer to complete the survey (r =
0.145, BF10 = 9.359). The histogram in Fig. 1 shows that the distribution
of completion time is positively skewed (γ1 = 14.011) as to be expected
with reaction time data (Anders et al., 2016; Gummer and Rossmann, 2015;
Malhotra, 2008; Verdonck and Tuerlinckx, 2016; Wagenmakers, 2009; Wa-
genmakers and Brown, 2007; Yan and Tourangeau, 2008). A main effect of
Education on completion time was not found (one-way Bayesian ANOVA,
BF10 = 0.117; Rouder et al., 2012), evidence for or against an effect of Gen-
der was inconclusive on the full sample (Bayesian t-Test for independent
samples: r = 0.707, BF10 = 1.276; Rouder et al., 2009). In the following
analyses, Education is included together with Age despite Education not
showing evidence for an effect on the dependent variable in order to closely
follow the model of Yan and Tourangeau (2008). Their study showed that
both variables are potentially correlated to questionnaire completion time
and thus are of potential interest to our research question. Further, Educa-
tional level is used as a rough proxy for cognitive ability, which is likely to
influence the time a participant needs to complete the questionnaire.

Descriptive correlations between Age, personality scales and our depen-
dent measure are presented in Table 2.
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3.2 Internal consistencies of NEO-FFI and BIS-11 depending on the dif-
ferent speed groups

Coefficient α and McDonald’s ω for the whole sample, each speed group
and all subscales are reported in Table 3 and Table 4 respectively. The speed
groups have been constructed so that there are five equally sized groups.
The resulting interval bounds for completion time are also noted in able 3

and Table 4. As can be seen from visual inspection, almost all scales have
at least acceptable internal consistencies, α > 0.60 and ω > 0.60, with no
decisive differences between groups based on the bootstrapped confidence
intervals except for the ”Non-Planning Impulsiveness” scale of the BIS-11

which shows lower internal consistencies in the fourth group.4

3.3 Confirmatory factor analysis for measurement invariance

While Coefficient α and McDonald’s ω only assess internal consistency,
Multi-Group Confirmatory Factor Analysis was conducted (Cheung and
Rensvold, 2002; Hirschfeld and Von Brachel, 2014). Table 5 reports the fit
statistics for the scales and the associated χ2-tests for differences in model
fit by adding model constraints.

Readers might note the fit indices for Model 1 (configural model) which
are not very satisfying when considering Hu and Bentler (1999)’s proposed
cutoff values for the Comparative Fit Index (CFI) and the Root Mean Square
Error of Approximation (RMSEA). Other researchers, however, have argued
that these cutoff values are not suitable for the investigation of trait models
(Beauducel and Wittmann, 2005; Marsh et al., 2004; Seib-Pfeifer et al., 2017)
especially for complex personality traits – as is the case with Impulsiveness
considered here.

For all but one scale, namely Conscientiousness, the tests for changes
in model fit through the addition of constraints on the factor residuals are
not significant (see row ”Model 4” in Table 5). Except for the Conscientious-
ness scale (∆χ2(48) = 84.224, p < .001), the assumption of Measurement
Invariance thus cannot be rejected.

3.4 Impulsiveness and completion time

Performing Bayesian model selection using default JZS priors on the stan-
dardized slope parameters β as proposed by Liang et al. (2008) and Rouder
and Morey (2012), allows us to quantify the evidential value of our data
in light of our hypothesized model. The model containing only covariates,
Age and Education, yields BF10 = 7.138 (±1.49%), when compared to an

4 Traditional significance tests for differences between the groups were not performed, since
significance tests cannot yield helpful evidence in favour of the null hypothesis of no difference
between the groups. Also, the number of tests would lead to a corrected alpha level that would
nearly rule out any significant effects. We recommend the interpretation based on reported
estimates and bootstrapped confidence intervals.
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Figure 2: Scatterplot of the data.

Note: Scatterplot showing distribution in the data. X-Axis are BIS-11 scores for par-
ticipants and Y-axis shows participants’ overall completion time (log-scaled). Grey
dots represent participants removed for the analysis of the trimmed sample.

intercept-only model, indicating substantial evidence in favor of the model
based on the work by Yan and Tourangeau (2008).

In fact, a post-hoc analysis using only Age as predictor for completion
time yields BF10 = 23.002 (±0.01%), showing that the data contains the
strongest evidence for an influence of only Age on the completion time.

Fig. 2 shows the distribution of the data on BIS-11 scores and completion
time. To investigate the influence of Impulsiveness on the overall comple-
tion time, Bayesian model selection was again performed using default JZS
priors. Comparing our hypothesized model including Age, Educational
level and Impulsiveness with an alternative linear model only containing
the covariates (Age and Education) yields BF10 = 0.174 (±1.77%), which
indicates substantial evidence against our model (Jeffreys, 1961). In other
words: our data is about 5.75 times more likely under the alternative model
not including BIS-11.

Table 6 shows the posterior estimates of slope coefficients in both the
covariate-only and the model including Impulsiveness.

3.4.1 Exclusion of outliers

If the fastest and slowest 5% are excluded from the analysis of Impulsive-
ness’ effect on completion time, the sample size reduces to N = 478. The
dependent variable is still positively skewed (γ1 = 1.176). The trimmed
sample does not contain evidence for the model including Age and Educa-
tion when compared to a null-model (BF10 = 0.063, ±0.89%). The evidence
against our hypothesized model including Age, Education and Impulsive-
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Table 6: Posterior Estimates for Regression Slopes

Variable Covariate-only model BIS & Covariates model
Mu 784.40 781.00

Age 35.34 34.68

No degree 3.88 16.29

Volks-
/Hauptschulabschluss

-19.62 -60.10

Mittlere Reife -95.59 -99.13

Fachabitur 195.00 214.40

Abitur 14.75 17.85

Fachhochschulabschluss 187.30 202.20

Hochschulabschluss -285.80 -291.50

BIS-11 -3.26

Note: Unstandardized estimates for slope parameters. Estimated using posterior
function from BayesFactor package with 1,000 iterations. Educational level was
dummy-coded and each level is listed as variable in the table.

ness is still strong (BF10 = 0.011, ±1.40%, when compared to an intercept-
only null-model and BF10 = 0.175, ±1.66%, when compared to the model
containing the covariates). Therefore, despite the evidence against an effect
of Age and Education in the trimmed sample, the model containing the
BIS-11 score still performs worse.

Removing the covariates and testing the effect of only Impulsiveness on
completion time yields also evidence against an effect (BF10 = 0.102, ±0%).

3.5 NEO-FFI and completion time

Although not primary focus of the present study, we also investigated if
completion time was correlated with the NEO-FFI scales in the full sample.
The results are thus of exploratory nature.

All correlations between completion time and personality are presented
in Table 2. As there are notable correlations between the BIS-11 scale and
Neuroticism (r = 0.176, BF10 = 147.935) and Conscientiousness (r = −0.617,
BF10 = 3.578 × 1053), an empirical relationship between the Five-Factor
Model of Personality and Impulsiveness can be assumed. Among others,
this is also supported by the findings from Whiteside and Lynam (2001),
who demonstrated that scales from BIS-11 and Impulsiveness-related facets
from NEO-PI-R are loading on the same factors in a factor analysis. Dick-
man (1990) also showed that dysfunctional Impulsiveness is negatively cor-
related to Conscientiousness.

Using again Bayes factors to quantify the evidence in our data, none of
the models yield stronger evidence than the model including only Age (see
Fig. 3). In fact, there is substantial evidence against both a model including
Age, Education, BIS-11 and NEO-FFI (BF10 = 0.007, ±1.1%) and a model
including only covariates and the NEO-FFI scales (BF10 = 0.023, ±1.18%)
when tested against an intercept-only model. Obviously, the evidence for
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Figure 3: Model comparison.

Note: Values on x-Axis are Bayes factors (log-scaled axis; see Methods section for
details), larger values mean more evidence for model in data. BF10 = 1: data are
equally likely under both models. Covariates are Age and dummy-coded Educa-
tional level. Denominator is Intercept-only model as not all models included the
covariates (age and dummy-coded educational level).

these two models is even weaker when controlling for covariates, i.e. testing
against the model including only Age and Education as predictors (BF10 =

0.001, ±1.37%, and BF10 = 0.003, ±1.43%, respectively).

4 general discussion

We were able to replicate the findings by Montag and Reuter (2008) for
apparent similarities in internal consistencies for different response speeds
in our more precise design. Further, a confirmatory factor analysis shows
that measurement invariance can be assumed for most scales with Conscien-
tiousness being the exception. Further research is required to investigate the
robustness of these findings, especially regarding the poor fit indices of the
configural models. In general, we conclude that the time participants need
to complete a self-report questionnaire by itself does not affect reliability
measures. This replication should assure researchers and survey operators
that response time by itself is not an indicator of data quality (at least in
terms of internal consistencies). While control for content-sensitive mea-
sures of data quality still is important (e.g. length of text in open ended
questions or suspicious patterns in Likert-scale questions), a decision based
solely on respondents’ completion time does not seem adequate in light of
our findings.

While we were able to replicate the effects of Age on survey completion
time at least in the full sample, the present study indicated evidence against
our model including Impulsiveness. This leads us to the conclusion that
dysfunctional Impulsiveness is not a relevant personality construct for pre-
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dicting the time a participant needs to complete a self-report questionnaire.
Further, our data also shows evidence against an influence of any of the
Five Factor personality scales on completion speed. Confirmatory analyses
in future studies are needed to back up our results.

One reviewer noted that Functional Impulsiveness (Dickman, 1990) in-
stead might have an influence on the response time as participants may
implicitly feel they should rush through the questionnaire. While we were
not able to test this implied hypothesis, future studies might include infor-
mation on participants’ motivation and thinking while filling out the ques-
tionnaire.

Our study is limited by two factors:
First, our sample consists mainly of students who are familiar with ques-

tionnaires in general and personality self-report questions in particular. This
also leads to little variation in the Education variable, which might explain
why we did not find any effect of Education on completion time in con-
trast to prior findings. While online pools for participants are available, the
question of data-quality of e.g. MTurk samples is still under discussion (e.g.
Rouse, 2015). Future studies should, however, aim at more representative
samples. Second, some participants clearly engaged in activities outside an-
swering the questionnaire leading to completion times well above 1 h (me-
dian completion time around 9 min). Since we did not specify any exclusion
rules before the data analysis, we decided to include the whole sample in
our primary analysis. As the analysis of a trimmed sample excluding the
fastest and slowest 5% revealed, the effect of Age is not robust in our study.
Despite this, the evidence in the data is still strong against an effect of Im-
pulsiveness – in either direction.

A final thing to be considered is how completion speed relates to internal
consistencies, when participants of a study are ”baited” with a monetary
incentive. Here, participants might be more willing to just click through
the questionnaires. Therefore, future studies should be conducted under
considerations of different incentives compared to none (for an overview on
incentives in web-surveys see Bosnjak and Tuten (2003) or Göritz (2006)).
Note, however, that the study by Montag and Reuter (2008) used a lottery
incentive and also did not find a link between completion time and internal
consistencies.

To better understand participants’ behavior in online studies, client-side
technologies, such as JavaScript, can be used to measure further para-data.
Especially, how often and how long a participant moves to a different browser
window or is inactive on the questionnaire, should yield further insights.
While our analysis does not support this hypothesis and our research design
did not allow for further investigation of this question, researchers might be
interested in the effect of Impulsiveness on the number of pauses in the
survey. Some research already has been done in this regard without taking
personality into consideration (Stieger and Reips, 2010). A comprehensive
model of response times in web surveys, however, does not exist. Models
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from cognitive psychology such as the Diffusion Decision Model (Ratcliff,
1993) could be used as a basis for a model that can be applied to settings
outside laboratories. Any such model has to include a variety of different
influences, including psychological aspects (e.g. cognitive processes, men-
tal ability) as well as characteristics of the questionnaire itself (e.g. effort
needed to answer the questions, type of answers scales).

Appendix

a results of classical hierarchical regres-
sion

In addition to the Bayesian analyses performed in this study, we report our
findings using classical methods using Null-Hypothesis Significance Testing
(NHST) as most readers will be more familiar with this approach. As there
is an ongoing debate on the use and misuse of p-values and Bayes factors
alike, we report the traditional results as well. As detailed in the Method
section, we believe that in the context of our study, the Bayesian approach is
better suited to quantify evidence in favor of the “null”. Therefore, we chose
to include the Bayes factor analyses in the central sections of the paper and
add the traditional analyses as appendix in order to make the article more
readable.

Age and completion time are significantly correlated (r = 0.145, p <
0.001, 95% CI [0.061; 0.227]) in the full sample (N = 532), but not in the
trimmed sample (r = 0.012, p = 0.792, 95% CI [−0.078; 0.102], N = 478). The
main effect of Education on completion time was not significant (one-way
ANOVA, F(6, 525) = 1.038, p = 0.400). No significant difference between
male and female participants with respect to completion time was observed
(Welch’s two sample t-test, t(98.166) = −1.189, p = 0.237).

The evidence in favor of a significant correlation between BIS-11 (dys-
functional) Impulsiveness and both Neuroticism (r = 0.176, p < 0.0001) and
Conscientiousness (r = −0.617, p < 0.0001) is supported also by traditional
significance testing.

The results of the analyses for Impulsiveness and the Five-Factor Model
of Personality were combined in a hierarchical regression. In the first step,
Age and Education were entered as predictors (R2 = 0.026, p = 0.001) show-
ing the significant effect of Age on completion time (β = 0.165, p < 0.001).
Second, the NEO-FFI scales were entered (R2 = 0.031, ∆R2 = 0.005, p =

0.781), showing no significant effect for any of the five scales. As the third
step the global BIS-11 scale was added (R2 = 0.031, ∆R2 = 0.001, p = 0.564)
also showing no significant effects for any scale in the prediction of comple-
tion time. See Table 7 for detailed hierarchical regression results.
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Table 7: Results of hierarchical regression.

Variable
Block 1

β
Block 2

β
Block 3

β

Age 0.165
***

0.155
**

0.158
**

Education -0.075 -0.074 -0.075

NEO-N -0.017 -0.012

NEO-E -0.064 -0.055

NEO-O 0.027 0.025

NEO-A -0.027 -0.032

NEO-C 0.024 0.003

BIS-11 -0.034

R2 0.026
**

0.031 0.031

∆R2 0.005 0.001

Note: N = 532. ** p = 0.001. *** p < 0.001

b prior sensitivity analysis

Bayes factors use prior distributions to weight the model likelihoods. The
proposed default JZS priors, which were used in this article, provide some
useful properties to the resulting Bayes factors (Rouder and Morey, 2012).
However, it still allows researchers to tune the priors to include information
on the effect under investigation using a scale parameter. In the context of
the analyses presented here, a researcher might pose different expectations
on the size of the effects (i.e. the standardized slope parameters in the
regression). All analyses reported in the result section use the default value
of s = 1

4

√
2. If we had reason to expect smaller effect sizes, a smaller s could

be chosen and vice versa.
To underline the robustness of our analysis, we performed a sensitivity

analysis. We calculated the Bayes factor for varying values of s comparing
our hypothesized model including Impulsiveness to the model including
only Age and Education. The result is shown in Fig. 4. For any value of s
the resulting Bayes factor is smaller than 1 and even smaller than 1/3: Our
conclusions thus seem to be robust against any reasonable scale of the JZS
prior distribution.
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Figure 4: Robustness Check of JZS prior scale.

Note: Sensitivity analysis of Bayes Factor BF10 for comparing the hypothesized
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ferent values for the prior scale parameter. The black dot denotes the default Bayes
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4

√
2. Our interpretation of the Bayes Factors is considered robust as

BF10 is always smaller 1/3 (grey line), showing consistently evidence against our
hypothesized model including the Impulsiveness scale.
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